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O. Introduction 

0.1. The purpose of this paper is to prove the following theorem: Let A be an 
n • n matrix over an algebraically closed field K of characteristic zero, C A the 
conjugacy class of A and C A its (Zariski-) closure. 

Theorem. C a is normal, Cohen-Macaulay with rational singularities. 

tf  a variety X with a G-action (G reductive) is the closure of an orbit (9 and 
dim(X--. (9)< dim X - 2 ,  it is a crucial question for the geometry of X to decide 
whether the singularity (in X \ (9) is normal. In fact the normality of X allows to 
identify the ring K [ X ]  of regular functions on X with the functions on the orbit 
(9 and so, by Frobenius reciprocity, to analyse K [X]  as a representation of G (cf. 
[11], [1]). In our case this is closely related to the "multiplicity conjecture" of 
Dixmier; we refer the reader to the paper [1] for a detailed description of this 
connection and some applications. 

A different proof of this theorem will appear in [23]. 

0.2. The theorem has also another interesting application, shown to us by Th. 
Vust, in the spirit of the classical theory of Schur. If U is a finite dimensional 
vector space one has the classical relation between the action of GL(U) and of 
the symmetric group ~,,  on the tensor space U | If we restrict to the subgroup 
G A of GL(U) centralizing a fixed matrix A (~ End U), then one can still compute 
the centralizer of G a acting on U | and one obtains (see Sect. 6): EndGA(U | 
is spanned by the endomorphisms 

~ ' A h l @ A h 2 @ . . . @ A  hm ( a ~ m , h  a . . . .  , h,,~lN). 

We remark that the group G A is not reductive and the commuting algebra is not 
semisimple in general. 

0.3. In many ways the motivation to study this problem came from a fundamen- 
tal paper of B. Kostant  [11] in which he studies in detail the adjoint action on a 
semisimple Lie algebra g. In the course of his analysis he shows the normality of 
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the variety CA in the case in which A is a regular nilpotent element of g (i.e. C A is 
the nilpotent cone of g). His method depends on the fact that, in this case, C A can 
be proved to be a complete intersection in 9. This is no more true for the non 
regular classes in general, nevertheless some particular cases were treated by W. 
Hesselink [8]; we wish to thank him for his comments on an earlier version of 
the paper. Our method, on the other hand, consists in constructing an auxiliary 
variety Z which is a complete intersection and of which C A is a "quotient" (1.4). 

0.4. Remark. It is known (see [-8] proposition 1, or use the method of associated 
cones [1]) that it is sufficient for the proof  of the theorem to treat the case of a 
nilpotent matrix A and so we restrict to this case. Then C A has a resolution of 
singularities 7~: X - ~  CA where X is the cotangent bundle of GL,/P, P a parabolic 
subgroup of GL, ([4], or [1] Anhang). Then the canonical divisor of X is 0 and 
so by the theorem of Grauert-Riemenschneider (cf. [-9] p. 50) it follows that C A 
has rational singularities and the normality of C A is sufficient to insure also the 
Cohen-Macaulay property. So the main point of the paper is to prove that C A is 
normal. The proof  we give should be adaptable also to positive characteristic; it 
yields at least that the normalisation of C A is purely inseparable over C A (cf. 
remark 5.7). 

0.5. Let us remark finally that the methods developed here have analogues for all 
the classical groups. In this case, which will be treated in a subsequent paper, 
there occur different phenomena which are not yet fully understood. Of course 
the non connected conjugacy classes have non normal closure, but there are also 
infinitely many connected conjugacy classes C A for which C A is not normal; the 
simplest known cases are: for the symplectic groups the one in ~Ps relative to 
the partition (3, 3, 1, 1), for the orthogonal groups the one in ~ola relative to the 
partition (4, 4, 2, 2, 1). 

1. Notations, Some Known Results 

1.I. Let us fix some notations. Any nilpotent matrix is conjugate to one in 
normal Jordan block form: 

00 0 / tl 1 i) /+Pl +p2 0 0 
! 0 ' J ' :  = 

0 . . . . . .  J p k /  

a t x t-block. 
(,) 

We can assume pl>=p2>=... >Pk; this decreasing sequence r /=(pl ,p2 , "",Pk) is a 
partition of n and it is convenient to represent it geometrically as a Young- 
diagram with rows consisting of P l, P2 . . . . .  Pk boxes respectively: 

e.g. the diagram corresponds to the partition (5, 3, 2, 1, 1). 
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The dual partition 0 = (/31,/32,"',/3m) is defined setting/3i equal to the length of the 
i th column of the diagram r/; more formally/3i:= ~4 {JtPj > i}. In case of a partition 
r! associated to the normal Jordan block form of a nilpotent matrix A, the dual 
partition ~ has the following interpretation: 

J 
dim Ker A j = ~ /3i 

i=1 

or equivalently 

rk A J= y~/3,. 
i > j  

1.2. Given two partitions ~/=(Pl . . . .  ,p~) and v=(ql  . . . . .  qt) of n, we say q>v,  if we 
J J 

have ~ Pi > 2 qi for all j. This is equivalent to 2 /3k --~ 2 qk for all j. 
i= 1 i= i k > j  k > j  

A simple property of this ordering, which expresses it geometrically, is the 
following (cf. [7] Proposition 3.9): 

Proposition. I f  tl > v and no other partition is in between them (i.e. q and v are 
adjacent in the ordering), then the diagram of q is obtained from the one of  v 
raising a box from one row to the first allowable position. 

(e.g. = ~/ and =v) 

1.3. From now on, if t/is a partition of n, we will indicate with C, the conjugacy 
class of the matrix (.) in normal Jordan block form with partition r/. The 
following is the basic theorem on degenerations of orbits (cf. [7] Theorem 3.10 
and Corollary 3.8 (a)). 

Proposition. a) Given two partitions q and v of n, we have rl>v if and only if 
C, ~_ C~.. 

b) I f  t l=(p I . . . . .  p,) is a partition of n and q=(/}l . . . .  ,/3k) the dual partition, we 
have: 

k 

dimC,  = n 2 -  ~ min(Pi, Pj) = n 2 -  Z / 32=2Z/3i f i j '  
i , j= 1 i= 1 i < j  

1.4. We are working always with affine varieties and we will use the following 
terminology. If X is an (affine) variety with the action of a reductive group G 
and ~: X - . Y  a morphism, we say that rr is a quotient (under G), if the 
coordinate ring of Y is identified, via 7r, with the ring of G-invariantfunctions on 
X. We denote this quotient by re: X - ~  X/G. The following properties of quotient 
maps are well known ([20], Chap. 1, w 

a) Let Z ~_X be a G-stable closed subvariety. Then ~(Z)~_X/G is closed and ~Z[z: 
Z--~ ~z(Z) is a quotient. 
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b) Consider the following fibre product: 

X ' : = Y X x / G X  r >X 

y 4, , X/G. 

The action of G on X induces an action on the fbre  product X'  in a natural way 
and re' is a quotient with respect to this action. 

2. The Induction Lemma 

2.1. If U, V are vector spaces we will write L(U, V) for the space of linear maps 
from U to V and L(U) instead of L(U, U). If V is n dimensional and r/ is a 
partition of n, we may consider the elements of L(V) as n x n matrices and so 
C,_GL(V). 

2.2. Let rl=(p 1 . . . . .  Pk) be a partition of n. Erasing thefirst column in the Young 
diagram q one obtains a partition q ' =  (P'I, P'2,..., P'k) of m: = n--/~1 = n -  k, formal- 
ly defined by p'i=pi-1 for all i. In terms of dual partitions we have r~' 

. . . .  ). 

Fix vector spaces U, V of dimension m, n respectively and consider the two maps 

L(U, V) x L(V, U ) ~  L(U) 

L(V) 

defined by ~(A,B)=BA, p(A,B)=AB. 

Theorem (First fundamental theorem of invariant theory): ~ and p are quotient 
maps (under GL(V), GL(U) respectively) and the image of p is the determinantel 
variety of matrices of rank <=m. (cf. [22] w Th6or6me 3 or [18] II.6, Theorem 
2.6. A; for a characteristic free proof  see [2] w 3.) 

2.3. Consider finally the orbits C,, ___ L( U), C , ~ L ( V )  and the variety 

Lemma. p(N.)= C.: 

~ 
C, 

Proof. First of all we show__ that p(N,)~_ C,, using__repeatedly Proposition 1.3 a). 
Let (A,B)eN,, i.e. BA~C,,.  To prove that ABEC,  we must verify that, for any 
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i>  1, we have rk(AB) i< ~ !~j. N o w  (AB) i =A(BA)  i- 1 B, so rk (AB) i<rk(BA)  i 1 
j > i +  1 

--<Z/~)= Z /3s as desired. 
j > i  j > i +  l 

To show that  p (N , )=  C, it is sufficient to prove  that  C c_p(N,) (since p IS a 
quotient  m a p  and so p(N,) is closed, cf. 1.4a). Let us then fix DEC,,  D: V-~ V.. We 
can clearly identify U with D(V) since r k D = m .  It is immedia te  to verify that  Dlv 
has Young d iagram r/' and clearly we have a factorization 

V ~  

B A 

U 

where A is the inclusion and B coincides with D. On  the other hand BA is just 
DIv so that  the pair  (A,B) is in N, and the claim is proved 1. qed. 

We will use this l emma to present  the variety C,  as a quot ient  of a suitable 
variety Z for which we will be able to prove  normal i ty  (Theorem 3.3). 

3. The Variety Z 

3.1. Nota t ions  being as in section 2 we make  the following construction.  
Starting with a fixed part i t ion r /=(p  I . . . . .  Pk) and dual part i t ion 0 = ( p l  . . . . .  p,), 
t: = P l ,  we define a sequence of part i t ions 

rh:= q, th 1, rh- 2, -.., r/l 

by t/i_ 1: =t/'i (i.e. by erasing successively the first column of the corresponding 
Young diagrams);  

e.g. t /=  t/4 = ~ ,  T, 
Then t/i is a par t i t ion of n i : = ~ t . - b ! 3 , _ l + . . . + ! ) ~ _ i +  1 with dual par t i t ion q~ 

=(/~,-,+ 1, . . . ,  L _  1,/~,i. 
Const ruc t  next vector  spaces U 1, U 2, ..., U t of dimensions  nl, n2, . . . ,n  t respec- 

tively and consider the affine spaces: 

M: = L(U1, U2) x L(U2, U1) x L(U2, U3) 

x L(U3, U2) x . . .  • L(U t_ 1, Ut) x L(Ut, U,_ 1) 

and 

N:  = L ( U  0 x L(U2) x ... x L(U,_ O. 

1 This argument due to W. Hesselink replaces a more direct matrix computation we had made. 
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We will indicate a point  c( of  M by 

oe=(A1,B1,A2,B2, .. . ,At_ I,Bt_ I) 

where Ai: Ui--+ Ui+ l, Bi: Ui+ l--+ Ui. 

3.2. We are now ready to define the variety Z. It is the subvariety of M defined 
by the equations 

B I A I = 0  

B2A 2 =A1B 1 

B3A 3=A2B z (**) 

Bt_ I"At_ I = At_ 2Bt_ 2 �9 

In more  suggestive notat ion we write 

A0= 0 AI A 2 
~ :  U o = 0 (  ~ U I (  } U 2 ( )U3...Ut_ 1 ,(At-I-*Ut 

BO= 0 B 1 B 2 Bt -  1 

for the elements of  Z. The equations just require that for each i =  1 ... t - 1  the 
two composi t ions U~_ 1 ~- U~ ~ Ui+ 1 yield the same endomorphism of U i. (See 
also [-19] 5.3, where this objects occur as representations of  a certain Lie 
algebra.) 

In  due time we will prove that the equat ions we have given actually define a 
reduced variety; for the momen t  we think of  Z as a scheme, possibly not 
reduced, and we indicate by Zre d the reduced variety associated. 

The best way to unders tand the equations is to construct  a map 4): M - - , N  
given by the formula:  

�9 (A1,B1,A2,B 2 . . . . .  At_I,Bt_I) 

=(B1 A 1 , B 2 A 2 - A 1  B 1 , B 3 A 3 - A z B 2 , . . . , B t - I  A t - I - A t - 2 B , - 2 ) .  

Then Z, as a scheme, is the fiber 4~- 1 (0) of  the 0 point  in N. 

3.3. Consider  the group G: =GL(U1)x GL(U2)x ... x GL(Ut) and its normal  sub- 
group H:=GL(U1)x GL(U2)x ... x GL(Ut_I). The group G acts on M and N in 
a natural  way:  

On  

M:  (gl, g2 . . . . .  gt)(A1,BI,A2,B2 . . . . .  A t - l ,B t -1)  

..=(g2Alg11, g1Blg~l , . . . ,g tAt  -1 -1 g,-1,  g,-1 Bt-1 gt -1) 

and on 

N:  (g l, g2 .. . .  , gt) (El, E2, .-., E,_ 1) 

: =  (gl E 1 g ;  1 . . . . .  g r -  1 E t -  1 g,--11). 
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It is easy to verify that the map q~: M - - , N  is equivariant under G and so Z is 
invariant under G. Now the main theorem is an immediate consequence of the 
following more precise result (use the fact that a quotient of a normal variety is 
also normal): 

Theorem. i) Z is a complete intersection in M; the equations (**) give a regular 
sequence. 

ii) Z is non singular in codimension 1. 
iii) Z is reduced, irreducible and normal. 
iv) There is an isomorphism Z / H ~ - ~  C, being compatible with the actions of 

GL(U 0 = G/H. 

The rest of the paper is devoted to the proof of this theorem. We first reduce 
it to a lemma (3.7) whose proof will be given in Sect. 5 (5.4, 5.5, 5.6) using the 
theory of nilpotent pairs (section 4) and a dimension formula for nilpotent pair 
orbits (5.3). 

3.4. First of all we settle part iv) which gives the connection between Z and C,. 
We consider the map 

6): M - *  L(Ut) 

given by (A 1, B1 ... . .  A~_ 1, B~_ 1)~-~At- 1Bt 1, which is clearly GL(U~) equivariant. 

Proposition. O(Zrea)=C . and the induced map 0': Zrea-~ C~ is a quotient map 
under H (i.e. Zred/H~-~ C,). 

Proof We use repeatedly lemma 2.3. Since B I A I = 0  the pair (A1,BI) is in the 
variety N,2 and so A 1 B t ~ C , .  By induction we may assume Ai_IB i_ I~C, .  
Since BiAi=Ai_lBi_  1 we have that (Ai, Bi)=N~§ ' and so again by 2.3, 
AiBi~C,,+I. Thus finally O maps Zre a into C ,=C~_and  the same lemma 2.3 
applied inductively shows that Zr~ a is mapped onto C~. To see that the map is a 
quotient under H we perform the quotients in succession. First under GL(UO, 
we have the quotient map (Theorem 2.2) 

0 l: M-- '  L(U2) x L(U2, U3) x L(U3, U2) x ... 

• L(Ut_ , , U,) x L(U,_, Ut_l) 

given by 

(Aa,Bx,A2,B 2, ... ,At_ I,Bt_ I)~---~(AI Bx,A2,Bz ... .  ,At_ I,Bt_ O. 

If we restrict this map to Z~ d we have again a quotient map (since we are in 
characteristic zero cf. 1.4a). Now on Z~ea we have AIB 1 =BzA z (if t>2) :  thus we 
see that O1 maps Z~ a into the graph of the map 

7: MI: =L(U2,  U3) x L(U3, U2) x . . .  

x L(U t -1,/2,) x L(U. U t_ 1)-~ L(U2) 

(A2, B2, A3, B3,. '  ", At- 1, Wt- 1) ~-~ n 2 A 2" 
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Thus we may replace the graph of y with its domain and drop the first 
coordinate A~ B 1. Hence on Zre d the mapping 

(A 1, B1,  " " ,  At- 1' B t -  1) ~-+(A2, B2,  - . . ,  At- 1, Bt- 1)eM1 

is a quotient under GL(U O. Its image Z~ ~_M 1 is easily seen to be defined by the 
"equations"" 

B2 A2 ~ Cq2 

AzBz =B3A 3 

A3B3=BgA4 

At- 2BI- 2 = Bt- 1 A,_ 1" 

Similarly (if t > 3) Z1/GL(U2)= Zrea/GL(U1)• GL(U2) is naturally contained in 

M2: = L(U3,/24) x L(U4, U3) • "" • L(Ut- 1, Ut) • L(U,, U t_ 1) 

and given by the "equations": 

B3A3r=Crt3 

A3B 3 =B4A 4 

At-zBI- 2 =Bt- 1At- 1" 

Then finally by induction Zrea/GL(U 0 • GL(U2)• ... • GL(U,_ 2) is given by 

{(A,_I,Bt_ I)IB,_ 1A,_ le C.~_,} ~- L(U,_ x, U,) • L(U. U,_0, 

i.e. it is the variety N, = N,t, and hence 

Zred/H ~-- N./GL(Ut- 1) ~ C, 

(the isomorphism being induced by O). qed. 

This reasoning can be also displayed in a more suggestive way constructing a 
diagram, e.g. t = 5: 

Z(1,5)--,.Z(1,4)~Z(1,3)---,NI, ~ C~, 
J, l l 

Z(2, 5)-+ Z(2, 4)--, ~ 2 --~ C,2 

1 1 _ 
Z(3,5)--~ ~,~ --~C.3 

C~5 

where each Z(i,j) is constructed inductively forming a fiber product. If we 
proceed on a column we see that 
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Z(k ,n)~ ~ Z ( 1 , n ) / G L ( U 1 ) x G L ( U 2 ) x . . . x G L ( U k _ I )  for k < n - 1  

(cfi 1.4b). 

3.5. We now make  a simple r emark  on the basic m a p  4,: M - + N  (3.2) for which 
Z ~--- ( / )  -- 1 ( 0 ) .  

Let M ~ be the open subset of M of those elements 
( A 1 , B 1 , A 2 , B 2 , . . . , A t _ I , B t _ I )  such that for  each i = l , 2 , . . . , t - 1  either A~ or B i 
has maximal rank. Then we have: 

Proposition. The differential dcb of  el) is onto at every point ~ of  M ~ 

Proof  Let ~ = ( A 1 , B 1 , A 2 , B z , . . . , A t _ I , B t _ O ~ M  ~ We can identify the tangent  
space of M in c~ with M itself and take a point  T = ( X 1 ,  Y1,X2,112, . . . ,X ,_  1, I4,-1) 
in it. Then the tangent  m a p  gives 

d ~ ( T ) = ( Y 1 A I  + B ~ X , , Y 2 A 2 + B 2 X 2 - X 1 B ~ - A I  Y~ . . . . .  ~ _ , A t  ~ 

+B,_  1 X ,_  1 - X , - 2  B t -2  - A t - 2  Yt- 2). 

If W = ( W 1 ,  W 2 . . . .  , W,_I) is any tangent  vector  in ~(~)eN we can solve inducti- 
vely the equat ions 

VIA 1 + B 1 X  1 = W 1 

V2A2 + B 2 X  2 - X1B  1 - A  1 V 1 = W 2 

Y t _ l A t_ l  + B t _ l X t _ l - X t _ z B t _ z - A t _ z Y  t 2 = W t _ l  

provided that  for each i either A i or B i has maximal  rank. In fact if Ai has 
maximal  rank then there is an A~: Ui+ , - ~  U,. with AiA~=ldv , ,  so the equat ion 
Y IA i =R  i is solved by Y~: = R i A  ~. Similarly if B i has maximal  rank then there is 
an element Bi: U~--~ Ui+ ' with BiB ~ =ldu ,  and the equat ion B I X  i =S~ is solved by 
XI :=BIS  i. qed. 

3.6. The net result of  this p ropos i t ion  is this: 

Corollary. The open subvariety Z ~  ~ of  Z is smooth and of  codimension 
t - - 1  

E ni 2 in M. 
i = l  

Proof  The only thing to prove  is that  Z ~  since then the s ta tement  is a 
t - - 1  / \ 

of  3.5 ( d i m N =  ~ n 2 by definition 3.1). Now if we recall the consequence p roof  
\ 

i = l  
/ 

of 3.4 we see that  we have constructed an element in Z such that  for all i bo th  A i 
and B i have maximal  rank (see also the construct ion in 3.1). More  precisely if D: 
U - ~ U  is any element of  C, we may  assume Ut=U,  U t_ I=D(U) ,  Ut_ 2 
=D2(U)  . . . . .  U I = D t - I ( U ) ,  Uo=0. Setting A~: Ui-~U,.+I the inclusion, and Bi: 
Ui+ 1-+ Ui the m a p  D itself, we have the required element�9 qed. 

Remark. If  we insist that  for each i both  A i and B i have maximal  rank we still get 
a non  empty  open set Z '  of Z. One  can easily show that  Z '  is an orbit  under  G 
(cf. p roof  above). It will be proved in fact that  this is the unique open orbi t  of  G 
in Z (5.4). 



236 H. Kraf t  and C. Procesi 

3.7. To complete the proof of the theorem it is enough to show the following 
result : 

Lemma.  dim(Z "-. Z ~ < dim Z - 2. 

In fact using 3.6 this lemma implies dim Z = d i m Z  ~ and that Z is non 
singular in codimension one. Thus again by 3.6 we have that the codimension of 

t--1 

Z in M is exactly the number ~ n~ of equations defining Z (3.2). This implies 
i=1 

that these equations form a regular sequence and hence Z is a complete 
intersection. Since Z is a cone it is also connected. But then by Serre's criterion 
([6] IV, Th6or6me 5.8.6) Z is normal reduced and so also irreducible. This 
completes the proof of the theorem 3.3 modulo the lemma above. 

For this basic statement we will need to stratify the complement of Z ~ in Z 
with strata of which we can compute the dimension (5.1, 5.3) and this will lead 
us to the theory of nilpotent pairs (cf. the following section). 

4. Nilpotent Pairs 

Given two vector spaces U, V we consider the space L : = L ( U ,  V)x L(V, U) of 
A 

pairs of maps U ~ ~ V as a representation of GL(U) x GL(V) in a canonical 
B 

way: 

(X, Y)(A, B)=(YAX-J ,  X B Y -  1). 

The theory of orbits for this representation is known (cf. [3], [14], or [5]) and it 
is in fact a special case of the theory of vector space crowns. One can naturally 
think of such pairs as of a category of modules, and the classification is (like in 
the case of Jordan blocks) through indecomposable modules. Also the "inva- 
riant theory" of this representation is well known (see [12] and also [17]). In 

A 
our case we are interested in a special class of pairs, those U ~ V for which 

B 

BA (or equivalently AB) is nilpotent. We will call such pairs "nilpotent pairs". 
They can be easily seen to be exactly the unstable vectors (in the sense of 
geometric invariant theory) of the representation L. 

4.2. The classification of the indecomposable nilpotent pairs is rather simple and 
resembles the theory of Jordan blocks. The indecomposables are of the follow- 
ing types: 

M2n.1 : 
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i.e. the space U is spanned by the basis al,a2,  . . . ,an+l, V has basis bl ,b  > . . . ,b,  
and 

A ai=bi, B b j = a j +  1 . 

This type will be in short indicated by a string 

abababab.., ba 

with n +  1 a's and n 

The type 

b's. 

M2n : 
a n a ~  b z b 3 b n 

is defined in a similar way and is shortly indicated by the string 

abab..,  ab 

with n a's and n b's. 
We have two other types starting with b instead of a: 

�9 . " - - .  

N2n : �9 . . . . . . . . . . . . . . . . . . . .  �9 

shortly indicated by baba.., bah and baba.., ba respectively. 

A 
4.3. In general a nilpotent pair U ,  , V is a direct sum of indecomposables 

B 

and so it will be determined by a finite set of such strings (ab-strings). We will 
refer to such a set of strings as the ab-diagram of  the pair. It is easy to see that 
two distinct ab-diagrams give rise to non isomorphic pairs, since one can easily 
recover the ab-diagram from the knowledge of the ranks of all the compositions 
B A B A  ... .  A 

Given a nilpotent pair U a = ~  V through its ab-diagram 6, it is simple to 
B 

recognise the Young diagrams of the nilpotent matrices BA: U-~  U and 
AB: V - ,  V: For the diagram of BA suppress all the b's in the ab-strings o f  6. In 
this way every ab-string gives rise to a string of a's which can be interpreted as a 
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row in a Young diagram. Similarly for AB one has to suppress all the a's. We 
call these diagrams the associated a-diagram and the associated b-diagram of 6 
and denote them as in 2.2 by g(6) and p(6). 

a b a b a b  
baba  

e.g. 6 ,= aba  
aba 
ba 
b 

then 

re(6) = a a 
aa 
a 

aaa 
aa 

= =(3,2,2,2,  1) 

is the Young diagram of BAsL(U)  and 

bb 
p(6)=b = =(3, 2, 1, 1, 1, 1) 

b 
b 
b 

is that of ABeL(V).  

4.4. One should make three remarks: 

Remark I. Not all pairs of Young diagrams describing a nilpotent orbit in L(U) 
and one in L(V) are associated to some nilpotent pair. Furthermore, there can 
be different nilpotent pairs giving rise to the same pair of Young diagrams. 

Remark 2. For a nilpotent pair (A,B) with ab-diagram 6 one can immediately 
verify the following: 

i) A is injective if and only if every ab-string in 6 ends with b. 
ii) A is surjective if and only if every ab-string in 6 starts with a. 

iii) B is injective if and only if every ab-string in 6 ends with a. 
iv) B is surjective if and only if every ab-string in 6 starts with b. 

Remark 3. For any ab-diagram 6 we denote by X~ its orbit in L (under the group 
GL(U) x GL(V)). We have the two maps 

X,~ ~t' ~ C~(~) 

Cp~) 
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induced by n and p (2.2) which aref ibrat ions (being of the form G/H ~ G/H'  with 
closed subgroups H ~ _ H ' ~ _ G : = G L ( U )  xGL(V)) .  In particular n' and p' are 
smooth. 

5. Nilpotent Strings, Proof of Lemma 3.7 

5.1. We want to go back to the basic variety Z (3.2) formed by strings 

c~: Uo=0 Ao=O U1, A~ A2 A~ , 
> U 2  < > U 3 . . .  U t - 1  ' ;' U t  

Bo= 0 BI B2 B t -  1 

with the conditions Bi+ 1 Ai+ 1 = AiB i for i=  0 ,1 , . . . , t -  2. Let us indicate by Y0 = {0}, 
Y1, ~2,.-., Y, the (finite) sets of diagrams indexing nilpotent conjugacy classes in 
L(U0), L(U1) .. . . .  L(Ut) respectively and by To, T1,--., T, 1 the (finite) sets o f a b -  
diagrams indexing conjugacy classes of nilpotent pairs in 

L(Uo, U1) x L(U1, Uo), L(U1, U2) x L(U2, U 1 )  . . . .  , 

L(U,_ 1, Ut) x L(U. U,_ 1) 

respectively. We have the already described maps associated to the two compo- 
sitions (cf. 4.3): 

Yo ' ~o To po * YI ' ~ 7'1 P' 'I12 

~2 pt I y f  �9 
t/J2 P2 ) y 3  ~__ . . .  __~ t/ / t_ 1 _ _ ,  

We can form the iterated fiber products and construct the finite set A of strings 
)~=(6o, 61,62,-.-, 63 1) of ab-diagrams 5ie ~ with 

pi ( (~ i )=~i+l ( (~ i+l )  , i=0,  1 ... .  , t - 2 .  

For each 2~A we have a stratum Z~ of the variety Z:  Za is the set o f  all points 

o~: O = U  o~ Ao A~ , UI ~_ -~ U2 ~- ... ~ U~_ I , A'- ' 
Bo B1 B t -  I 

of  Z such that for  each i the nilpotent pair (Ai, Bi) has ab-diagram 6 i. 

Put a~:=Pi_a(6i_l) ,  i = l , 2 , . . . , t  and let us indicate as usual by C~, the 
conjugacy class of diagram a i and by Xa, the nilpotent pair orbit of diagram 6i. 
The definition of A implies that we have a fiber product diagram subordinate to 
the basic diagram constructing Z: 
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, x < -  , c ~  =(01 

Z~(2, t) ,... ~Z~(2,4) , X~2 , C~2 

X~t , C~I , 

X6 3 

Ca 4 

Caa 

C~t 

in which each map is smooth (4.4 remark 3). Hence we get the following 
proposition: 

Proposition. (i) Z~ Is a locally closed, G-stable, smooth and irreducible subvariety 
of Z. 

(ii) The set A indexes a stratification of Z into smooth G-stable strata�9 

5.2�9 The following result now clearly implies lemma 3�9 

Lemma. For all 2eA either Z~ ~_Z ~ or d i m Z z < d i m Z - 2 .  

The proof will be given in 5.4, 5.5, 5.6 using the following dimension formula 
for nilpotent pair' orbits�9 

5.3. Proposition. Let X = X a c L ( U ,  V)x L(V, U) be a nilpotent pair orbit project- 
ing to the nilpotent conjugacy classes C 1 eL(U) and C 2 eL(V). Then 

dim Xa = �89 (dim C 1 + dim C2) + dim U. dim V-  A, 

A'.= ~ alb i 
i odd 

where a i (resp. bi) denotes the number of ab-strings of length i starting with a (resp. 
with b). 

Proof The representation of GL(U) • GL(V) on L, =L(U, V) • L(V, U) is a O- 
group in the sence of Vinberg [17] (cf. also [-12]): Consider the automorphism O 

End(U0) V)(and of GL(U • V))given by conjugation with J=-'(I~ v 0 "). o f  
- I d  v_ ' 

then GL(U)xGL(V) is the fixed point group and L c E n d ( U O V )  the ( -1)-  
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eigenspace of O. Fu r the rmore  we have the following relation between the 
d imension of X and the d imension of the conjugacy class C c E n d ( U |  
generated by X: 

dim X = �89 dim C 

(cf. [17] w Proposi t ion  5, or [12] 1.3 Proposi t ion 5). In order  to calculate 
dim C denote  by r~ resp. s~ the number  of a's resp. b's in the ith row of the a b- 
d iagram 6 associated to X. Then the par t i t ion of the nilpotent conjugacy class C 
is given by (Pl,P2 .... ), pi:=~ +si, hence 

d im C -- (n + m) 2 - .~ min(p i, p~) 
1,3 

(1.3 Proposi t ion  b), n: = d i m  V, rn, = d i m  U). By definition we have Ir~-s~l < 1 and 
therefore min(p~,pj)=min(~,rj)+min(s~,sj) except in the case pi=pj odd, r~=sj 
and w = s~, where min(p~, p j) = min(r~, rj) + min(s~, s j) + 1. This implies 

dim C=(n+m)2-~min(r~,r j )+ ~min(s , , s j )+ 2 �9 ~ alb, 
i , j  i , j  /odd 

= dim C,  + dim C z + 2 n m -  2A, 

hence the required dimension formula.  2 

N o w  let 2~A, 2 = ( 3  0 . . . . .  ~t-1) and 
t - 1  

=p,_2(6i_2),  and Aa=  ~ Ai, A i the A associated to 6 i. 
i = 0  

t - - 1  

Corollary. dim Zz = ~ n i ni+ 1 +�89 dim C , -  Aa. 
' i = 1  

Proof We have the fibre product  d iagram 

qed. 

Z=(~o , . . . ,~ ,_2 ) .  Set a=p,_l(~t_ O, a' 

Z z , Z,. 

N o t -  1 )* C~, 

L 
C~ 

Now the propos i t ion  implies 

d im X~,-1 = �89 (dim C~ + dim C~,) + dim U t �9 dim U t_ 1 - A~_ 1, 

so we have by induction:  

d im Zz = d im Zz, + dim X~,_, - d im C,, 

t - - 2  

= ~ nl.ni+ 1 + � 8 9  C~,+�89 C , , + d i m  C~) 
i = l  

2 This proof was suggested by G. Kempken; it replaces a explicit but lengthy calculation of 
stabilizers we have made. 
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+ nt- 1 nt - dim C,, - A t_ 1 

t - - 1  

= ~ n i n i + l + � 8 9  ~. qed. 
i=1  

5.4. We now look, in view of  corollary 5.3, at the projection O: Z ~  C, (3.4) and 
try to study the various strata Zx which lie on top of a given orbit  C~ in C~. 
First of  all analyze the open orbit C~: we have to describe the strings /t 
=(30,31,  . . . ,6t_ 0 which lead to pt_l(6~_l)=r/. We claim that  there is only one 
such string. 

Let us take in general a Young  diagram a and let a' be the diagram obtained 
from a erasing the first column. We want to find an ab-diagram such that the a- 
d iagram and b-diagram associated are a '  and a. 
Given a (as b-diagram) and a certain number  m of  a's, to construct  an ab- 
diagram over o- one has to proceed as follows: First of  all every b-string of  a has 
to be filled internally with a's. This requires altogether as many a's as the 
number  of  boxes m' in a'. If  m is equal to m' the ab-diagram 6 over a is unique, 
its associated a-diagram is a', and every ab-string of  6 starts and ends with b. If 
m < m '  there is no ab-d iagram over a. If m>m' ,  after having used the m' a's, one 
can utilize the remaining m - m '  a's in many ways" add an a at the beginning or 
the end of an ab-str ing or create a row with single a. 

b b b b b  

b b b  

Example:  G = b b b  = ( 5 , 3 , 3 , 2 , 1 ) , m ' = 9 ;  

bb 

b 

the unique ab-diagram with m = 9  a's is 

b a b a b a b a b  

b a b a b  

6 = b a b a b  

b a b  

b 

associated to a and 

a a a a  

aa  

a a  

a 

If  we give m = 10 a's (for instance) one easily sees that it is possible to construct  
11 ab-diagrams over a, if m = 11, we can construct  56 ab-diagrams etc. 

Summing up the result we see by induct ion that there is a unique string 2 ~ 
=(6~176176  0 such that p t_~(3~  For  this string we have p,(6 ~ 
=qi+  ~ for all i. Since every ab-string in each 6 o starts and ends with b, it follows 
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from 4.4 remark 2 that Z ~ o ~ Z  ~ (Zxo=Z'  with the notations of remark 3.6). 
Hence we get the following result: 

Lemma. There is a unique string 2 ~  0 o (61 ,  ~2 ,  " ' ' ,  60 -  1) such that f i t -  1( ~0-  I) = / 7  = qt" 

For this string we have Zao ~ Z ~ 

5.5. We now make a further simple remark. By 3.6 and 3.1 we have 

t--1 t--1 t--1 t--1 

d i m Z ~  ~ n i n i + l -  Z n~= ~ nini+l + Z n i ( n i + l - n l )  
i=1  i=1  i=1  i=1 

t-1 l-1 

= Z n in i+,+ Z fiiCJ = E nin,+, +�89 C,. 
i=1 i<j i = l  

Now if 2 4= 2 ~ Zz projects to some orbit C~ with a < q and thus dim Z~ < dim Z ~ 
(Corollary 5.3). This implies (as one can also verify directly) that dim Zzo 
= dim Z ~ and Zzo is the unique open orbit of G acting on Z. The same estimate 
shows that, if dim C~<dim C ~ - 4 ,  then dimZz_-<dimZ ~ - 2 .  

To complete the proof  of 5.2 we are thus restricted to analyze the strings ,t 
such that Z~ projects to some C~ with dim C, = d i m  C , - 2 .  In each degenera- 
tion the dimension of a nilpotent orbit decreases by at least 2 (since the orbits 
are even dimensional, see proposition 1.3b). Thus the only case in which we may 
have dim C = d i m  C , - 2  is if the diagram a is obtained from q moving down a 
single box (Proposition 1.2). The explicit dimension formula (Proposition 1.3b)) 
shows, in fact, that the only case is to move a box down to the next row. Given 
such a a we must study which strings (61,61, ..., 6 t_ 1) lead to Pt-1(6t-  1) =a-  

5.6. We analyze inductively this problem as before and claim that the analysis 
restricts to the following problem: 

Given a diagram t h let t t' be obtained from rl removing the first column, and let 
o be a one step degeneration of,7 (obtained by moving down one box to the next 
row). We must study the ab-diagrams 6 such that p ( 6 ) = a  and n(6)<tl '  (n(6) and ~7' 
with the same number of boxes). 

We follow the same analysis as before, letting m be the number of boxes of at'. 
Let a '  be obtained from ~ erasing the first column and m' its number of boxes. 
We have clearly the two possibilities m = m' and m = m' + 1. 

Case I: m = m '  ; this case is obtained when the box moved in the degeneration 
of  t 1 to ~ is attached to a non empty row. 

In this case the previous analysis (5.4) shows that i) there is a unique ab- 
diagram 6 over ~r, ii) 6 is associated to e, or' and a'  is a one step degeneration of 
~/', and iii) every ab-string of 6 starts and ends with b. 

Case II : m = m' + 1; this case is obtained when a is gotten from t 1 splitting off  
one box from the last row (to form a new "one box" row). In this case the 
previous analysis shows that, to form an ab-diagram 6 over ~, we are forced to 
place m' a's; the remaining single a can be placed only in the last two rows or by 
itself since we must preserve the condition r~(6)<q'. 



244 H. Kraft and C. Procesi 

Let us consider thus the last two rows; after filling with m' of the a's they are: 

b a b a b . . . a b  

b 

For the remaining a we have 5 choices: 

(c 0 and (c(): We attach a to the row b a b . . . a b  either to the right or to the left. 
In this case the ab-diagram b represents a pair in which one of the two maps has 
maximal rank. The associated a-diagram is just t/'. 

(fl) and (fl'): We attach a to the row b left or right. In this case the ab- 
diagram b represents also a pair in which one of the two maps has maximal 
rank. The associated a-diagram is a one step degeneration of q'. 

(y): We create a new row consisting o f  the remaining a. In this case the 
associated a-diagram is a one step degeneration of q' but neither map in the 
nilpotent pair has maximal rank. On the other hand for this ab-diagram we 
have, in the notations of 5.3 a I = b  1 = 1 and hence A = 1. For  the corresponding 
nilpotent pair orbit we have thus the dimension 

dim X~ =�89 C~, + dim C~) + dim U .dim V -  1. 

Summing up all this analysis we see by an easy induction, that we have proved: 

I f  Zz  projects to C~, a a one step degeneration o f  II, then either 

Z~ ~_Z ~ 

o r  
t - 1  

dim Za < ~ n i n i + 1 + 1 dim C~ - 1 < dim Z ~ - 2. 
i=1 

This completes the proof  of 5.2. 

5.7. Remark.  The only place in which we have used characteristic zero, apart 
from the implication normal ~ Cohen Macaulay, was in the proof of proposi- 
tion 3.4, where we used the following fact: If V is a affine variety on which a 
reductive group G acts and W a closed subvariety invariant under G, then the 
induced map W/G--~ V/G is a closed immersion (cf. 1.4a)). In characteristic p > 0 
one can only say that this map is finite and injective, i.e. WIG is purely 
inseparable over its image (cf. [21] w 4). 

6. An Application to Tensor Representation 

6.1. We present here the application due to Th. Vust announced in the introduc- 
tion. Let A~End(U) be a matrix, G A the centralizer of A in GL(U). We consider 
the action of G A o n  the tensor space U | and wish to compute End~A(U| 
One knows that EndGLw)(U | is spanned by the symmetric group ~m acting 
on U | in the obvious way (cf. [2], [18]). Now clearly the endomorphisms 
A h' |174 ... @Ah"eEnd(U | also commute with GA and we have: 
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Theorem (Th. Vust). The algebra End~A(U | is spanned by the elements 

o.Ahl(~...(~A h', (yearn, hl,. . . ,h,,elN. 

The proof will require some lemmas (mostly well known). 

6.2. Let V be an affine variety, G a reductive group acting on V, W~_ V a G- 
stable closed subvariety, M a linear representation of G and r W--*M a G- 
equivariant morphism. 

Lemma 1. There exists a G-equivariant morphism q~: V-* M extending q~. 

Proof Let K[U] ,  K[W] be the coordinate rings of V, W. A G-equivariant 
morphism ~0 from W to M is given by an element ue(K[W] |  ~. To extend qo 
to V is equivalent to lift u to ( K [ V ] |  ~, and this is a simple consequence of 
linear reductivity, qed. 

6.3. Let V be as before, G..=GL(V). We take now W to be the closure GA of an 
orbit GA for an element AeV. We assume: 

i) d im(GA' - .GA)<dimGA-2 ,  
ii) GA is a normal variety. 
Let G A denote the stabilizer of A in G and M be again a linear representation 

of G. 

Lemma 2 . / f  B e M  is invariant under GA, then under the condition i) and ii) there 
exists a G-equivariant morphism 49: V--~ M such that ~(A)=B.  

Proof First of all we construct a morphism ~0: G A ~ M  given by gA~--~gB; this 
is well defined since B e M  GA. The two hypotheses i) and ii) on GA imply that (p 
extends (uniquely) to a G-equivariant map qr GA-~ M. Finally taking W = G A  
and applying lemma 1 we have the required conclusion, qed. 

6.4. We now want to apply these lemmas to the following set up: M: =End(U | 
=End(U)  | AeEnd(U) the given matrix, BeEndGA(U| V:=End(U). To 
finish our proof it only remains to explicit the set of G-equivariant maps ~" 
E n d ( U ) ~ E n d ( U )  | This set can be easily computed (cf. [15]). We need two 
lemmas for which we refer to the literature. 

Lemma 3 ([10] Lemma 4.9, [15] Theorem 1.2). Let c~e~, be decomposed into 
cycles: ~r=(i 1 i2... ik) (j l j2. . . je). . .( t l  tz...ts) (including cycles of length one), and 
Y = X  1 @ X 2 | ... | X, ,eEnd(U) | Then 

Tr(a.  Y) = Tr (XI, Xi2... Xi~ ) �9 Tr (X;, X i2... Xio)"" Tr(X,, Xt ... Xt ).  

Lemma 4 ([16] Theorem 1, [15] Theorem 1.3). The ring ofinvariants of the space 
of m-tuples of matrices (X1,Xz, . . . ,Xm) under simultaneous conjugation under 
GL(U) is generated by the invariants 

Tr(X~, Xv2...X~,,), keN,  v 1 ... . .  Vke{1,2 . . . . .  m}. 

6.5. Let us now look at the space L of G-equivariant maps r  End(U) - ,  End (U) | 
Clearly L is a module over the ring R qf invariants qf End(U). 
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Proposition. L is spanned, as an R-module, by the maps of type: 

X~--~o.Xhl(~Xhz(~...(~X hm, (TE~m, hiElN. 

Proof Let @: End(U)--~ End(U)  | be a G-equivar iant  map.  We in t roduce  m new 
var iables  Y1, Y2 . . . . .  Y,, in End(U)  and cons t ruc t  a funct ion ~P on End(U)  m+l by 
sett ing 

7/( X, Y~, Y2 . . . .  , r,,); = Tr(cb(X). r l  | Y2 | ... | Y,,). 

By the non degeneracy  of  the trace form the mapp ing  ~b ~--, ~ is an inject ion f rom 
L to the space of  invar iants  of  X, Yx, Y2 . . . . .  Ym which are l inear  in I:1, Y2 . . . . .  Y,,- 
N o w  by l e m m a  4 such invar iants  are of  type 

t(X). T r ( X  a' Y~, X h2 Y~2"'" Xhk Y~k)" Tr( Xp'  YJI XP2 YJ2"" ")"" 

�9 " T r (  Xs'  Y~, XS2 Y~2") (t(X)~R). 

The previous  l emma  3 shows then that  any  such invar iant  is of  type  
Tr(~b(X)-Y1 | I:2|  ... | Y,,), where cb(X) is a l inear  combina t i on  with coef- 
ficients in R of the special  maps  XF--~a. X h ' Q X h : | 1 7 4  h~. The previous  
r emark  abou t  the inject ivi ty of  ~0~--~ 7 j comple tes  the proof,  qed. 

6.6. W e  now sum all our  work  and prove  the main  theo rem 6.1: 

Let  B~EndG,~(u|174 we have seen tha t  there exists a G- 
equivar ian t  m a p  ~ :End(U)- - -~End(U | such that  q~(A)=B. By the previous  
p ropos i t i on  6.5 we know all equ ivar ian t  maps.  The  very formula  given by the 
p ropos i t i on  implies  immedia te ly  the theorem,  qed. 

References 

1. Borho, W., Kraft, H.: fJber Bahnen und deren Deformationen bei linearen Aktionen reduktiver 
Gruppen. Comment. Math. Helv. 54, 61-104 (1979) 

2. De Concini, C., Procesi, C.: A characteristic free approach to invariant theory. Adv. Math. 21, 
330-354 (1976) 

3. Donovan, P., Freislich, M.R.: The representation theory of finite graphs and associated algebras. 
Carleton Lecture Notes 5 (1973) 

4. Elkik, R.: D~singularisation des adherences d'orbites polarisables et des nappes dans les alg6bres 
de Lie r6ductives. Preprint. 

5. Gabriel, P.: Representations ind6composables. Seminaire Bourbaki exp. 444, Springer Lecture 
Notes 431 (1975) 

6. Grothendieck, A., Dieudonn6, J.: EGA 0-IV. Publ. Math. de I'I.H.E.S. 11, 20,24,32; Paris (1961- 
1967) 

7. Hesselink, W.: Singularities in the nilpotent scheme of a classical group. Trans. Am. Math. Soc. 
222, 1-32 (1976) 

8. Hesselink, W.: Closure of orbits in a Lie algebra. Comment. Math. Helv. 54, 105-110 (1979) 
9. Kempf, G., Knudsen, F., Mumford, D., Saint-Donat, B.: Toroidal Embeddings I. Springer 

Lecture Notes 339 (1973) 
10. Kostant, B.: A theorem of Frobenius, a theorem of Amitsur-Levitzki and cohomology theory. J. 

Math. Mech. 7, 237-264 (1958) 
11. Kostant, B.: Lie group representations on polynomial rings. Am. J. Math. 86, 327-402 (1963) 



Closures of Conjugacy Classes of Matrices are Normal 247 

12. Kostant, B., Rallis, S.: Orbits and representations associated with symmetric spaces. Am. J. 
Math. 93, 753-809 (1971) 

13. Kraft, H.: Parametrisierung yon Konjugationsklassen in ~1,. Math. Ann. 234, 209-220 (1978) 
14. Nazarova, L.A.: Representations of quivers of infinite type. Akad. Nauk. SSSR 37, 752-791 

(1973) 
15. Procesi, C.: The invariant theory of n x n matrices. Adv. Math. 19, 306-381 (1976) 
16. Sibirskii, K.S.: On unitary and orthogonal matrix invariants. Dokl. Akad. Nauk SSSR 172 n ~ 1 

(1967) 
17. Vinberg, E.B.: The Weyl group of a graded Lie algebra. Izv. Akad. Nauk SSSR 40, n o 3 (1976) 
18. Weyl, H.: Classical groups. Princeton Math. Series 1 (1946) 
19. Loupias, M.: Repr6sentations ind6composables de dimension finie des alg~bres de Lie. Manu- 

scripta math. 6, 365-379 (1972) 
20. Mumford, D.: Geometric Invariant Theory. Erg. der Math. 34, Berlin-Heidelberg-New York: 

Springer Verlag 1970 
21. Demazure, M.: D6monstration de la conjecture de Mumford (d'apr6s W. Haboush). S6m. 

Bourbaki 74/75, exp. 462. Berlin-Heidelberg-New York: Springer Verlag, Lecture Notes 514 
(1976) 

22. Vust, Th.: Sur la th6orie des invariants des groupes classiques. Ann. Inst. Fourier 26, 1-31 (1976) 
23. Procesi, C., Kraft, H.: Classi coniugati in GL(n, II2). Rend. Sem. mat. Univ. Roma (1979) 

Received December 19, 1978/April 4, 1979 


